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Motivation and Issues

• Why is the project working on self-management?
– Background: In which context does the project sees a need for 

self-management? 
Self-Managing Network —nodes/devices are designed/engineered in 
such a way that all the traditionally so-called network management 
functions defined by the FCAPS management framework, as well as 
the fundamental network functions such as routing, forwarding, 
monitoring, supervision, fault-detection and fault-removal, etc, are 
made to automatically feed each other with information (knowledge) 
such as events, in order to effect feedback processes among the 
diverse functions, thereby enabling reactions in individual diverse 
functions of the network and of individual nodes/devices, in order to 
achieve and strive to maintain some well defined goals of the network.
Therefore: Autonomicity is an enabler for self-manageability of 
networks.

EFIPSANS envisions that the current IPv6 and the extensibility of 
the IPv6 protocol framework opens the door to engineering 
autononomicity (self-managing properties) in systems  services 

           



Motivation and Issues

• Where are improvements expected? Where are 
technology gaps?

– New Concepts, Components and Architectural Design 
Principles that facilitate Self-Management at different levels 
of node/device and network functionality and Abstractions,
are REQUIRED.



Motivation and Issues

• Goals: What does the project expect to achieve with its 
activity? [Specifications, Methodologies, Validations]
– The development of a Generic Autonomic Network Architecture 

(GANA) as Reference Model for Autonomic Network Engineering. 
This includes the specification of the Context-aware autonomic 
Decision-Making-Elements (DMEs or DEs in short), their interactions, 
their interfaces, their Control-Loop behaviors (which determine 
autonomic behaviors), and their associated Managed-Entities (MEs).

– The development of the GANA Meta-Model and associated Advanced 
Methodologies for the engineering of Context-aware autonomic 
Decision-Making-Elements (DMEs), their Control-Loops, etc, including 
the application of OMG’s MDA approaches and Formal Description 
Techniques (FDTs) towards Simulations and Validations of complex 
autonomic behaviours and Code-Generation for DMEs.

– The definition of a viable Roadmap of an evolution path for today’s 
network models, protocols (e.g. IPv6) and paradigms, as guided by 
the GANA Reference Model



Motivation and Issues

Specifications of “protocol-agnostic“ Autonomic 
Behaviours (ABs) for selected diverse networking 

environments e.g. e.g. End Systems, Access Networks, 
Edge and Core Networks, Mobile, Wireless versus 

Fixed network environments. 
 

The ABs consist of the nature of Control Loops 
and their interactions within an autonomic node, 

as well as the interacting distributed control 
loops of an autonomic network.

 ABs:  Specifications consisting of Hierachical 
Control Loops at 4-levels namely: Network-
level distributed Control Loop(s) governing 

the behaviour of the network; Node-level 
Control Loop governing the behaviour of a 
node, Control Loops at specific Network-
Function levels e.g. a control loop of the 

Routing Function OR the Fowarding Function of 
a node; down to -- Protocol-intrinsic control 

loops (the lowest level) 

Evolution of today’s Networking 
Models, Paradigms and Protocols 
towards Autonomic Networking as 

necessitated by the ABs Specifications

The role of the current IPv6, 
EFIPSANS defined 

complementary extensions to 
IPv6( IPv6++) and Network-
Architectural Extensions in 

engineering autonomic 
networks and services.

EFIPSANS Vision: Produce standardizable, protocol-agnostic Autonomic Behaviour 
Specifications (ABs) for selected diverse networking environments; then use the ABs to 

create and drive an evolution path for  today’s Networking Models, Paradigms and 
Protocols, in particular IPv6, towards Autonomic Networking. 

 Extensions: Horizontal 
Extensions  e.g. New IPv6 
extension headers AND/OR 

additional protocol fields;
Vertical Extensions e.g. 

Enhanced inter-layer 
interactions among IPv6 

protocols, and between IPv6 
protocols and other protocols 
of the stack, cross-layering, 
Primitives for supporting on-

demand stacks, etc. 
Component-wise  

Extensions; and New 
Algorithms OR add-on 

mechanisms.
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The ABs Specifications drive the Bottom-Up approach

GANA



Motivation and Issues

• Concrete Issues: What are the big challenges to 
overcome during project lifetime?

– EFIPSANS is a 3-year project and we do not have enough 
resources to produce detailed Specifications of all the issues we 
have identified as requiring detailed specifications in the GANA 
Reference Model. Therefore, we are calling for co-operation 
with multiple players through an ISG Group: Autonomic 
Network Engineering for the Self-Managing Future Internet to 
be established in ETSI. 

• Size of the activity
– full project on self-management?  Yes, EFIPSANS is a full scale 

project on self-management



GANA Principles and Envisioned Use 
Cases

• Restrictions of the state of the art and 
potential improvements to be achieved by 
applying self-management
– The Management Paradigms of today are based on the Relationship: NMS

(Network Management System)  NE (Network Element) and do not 
provide for the definition and implementation of ManagerManaged-
Entity Concepts and Relations and issues at different microscopic levels of 
abstractions, including within individual node architectures, down to the 
level of individual Protocols and System Functions.

– In EFIPSANS we introduce the GANA, which defines management and 
manageability aspects at different levels of node/device and network 
functionality and introduces Autonomic Manager Components that are 
designed following Hierarchical, Peering, and Sibling Relations among each 
other and are characterised by autonomic control of their associated 
Managed-Entities, and co-operate with each other in driving the Self-

     



GANA Principles and Envisioned Use Cases

• Elaborate difference to today’s best known 
approaches
– EFIPSANS reviewed a number of approaches including clean-slate 

approaches (both pure and non-pure): such as 4D, ANA, CONMan, 
Knowledge plane for the internet, etc, and concluded that non of these 
approaches proposes a holistic Reference Model that defines and 
distinguishes between diverse Autonomic Managers and  their associated 
Managed-Entities for different levels of abstractions within node/device 
architectures and network architectures. 

– GANA (being introduced by EFIPSANS) is a holistic Generic Autonomic 
Network Architecture that defines the structures (diverse Decision-Making-
Elements (DMEs) i.e. Autonomic Managers and their associated Managed-
Entities (MEs), including Interfaces between DMEs (DEs in short) of the 
GANA’s Decision Plane and interfaces between DMEs and their associated 
MEs and Control Loops.

– GANA is also meant to address the problems of (1) Complexity—by defining 
the Abstractions for autonomic/self-management functionality; (2) 

     



Architecture View
Decision-making Element 
(DE) - knows the goals and 

policies

Managed Resource (1) or a Managed Automated 
Task (1) such as a Networking Function e.g. 

Routing, implemented by a single protocol or diverse 
protocols, which may employ diverse Algorithmic 

Schemes or Policies

Monitoring Information and/or 
other Type of Information 

(knowledge)  (n)

 Behaviour or Algorithmic 
Scheme or Policy (1)

Monitoring Information and/or 
other Type of Information 

(knowledge)  (1)
 Behaviour or Algorithmic 

Scheme or Policy (2)

 Behaviour or Algorithmic 
Scheme or Policy (n)

A dedicated Information 
Sharing Component/

Function e.g. a Monitoring 
Component/Function/
Sensor or a DataBase

Managed Resource (n) or a Managed Automated 
Task (n) such as a Networking Function e.g. 

Routing, implemented by a single protocol or diverse 
protocols, which may employ diverse Algorithmic 

Schemes or Policies

Control 
Loop 

(generic)

Trigger or Execute  a  Behaviour or 
Select an algorithmic scheme or Policy 

to enforce on the managed entityUse the supplied 
Information

“Upward 
Information“ 

Suppliers

An Underlying Substrate e.g. Networking Function

Upward Information 
Supply

Downward 
Information 

flow

Upward 
Information 

Supply: Required 
for Self-Learning/

Discovery

Downward Information flow: 
Required for processes such as 

Self-Description, Self-
Advertisement, etc

How does the 
project intend 
to introduce 
self-
management 
in the 
network?



Architecture View (DEs Hierarchy in a 
Node/Device)

Decision Element: 
Routing-Management-

DE for Routing 
Functions 

Decision Element: 
Forwarding-

Management-DE for 
Forwarding Functions 

Decision Element: Mobility-
Management-DE  for Mobility 

Management Functions

Decision Element: QoS-
Management-DE for QoS 
Management Functions 

Decision Element: 
Monitoring-DE  for 

Information-
Dissemination Functions 

Main Decision Element of 
the Node (Node-Main-DE)

Decision Element: 
AutoDiscoveryAndAutoConfi

guration-DE for 
AutoDiscovery and 
AutoConfiguration 

Functions of the Node 

Decision Element: Fault-
Management-DE for Fault-

Management Functions 

Objectives, Policies from a higher level (network-level) There is a need  to look into what 
has been achieved in initiatives 

like the 4D, regarding specification 
and dissemination of “network 
level objectives” into network 

nodes/devices.



Architecture View (Example of a DE 
inside a Node/Device)

QoS Management 
Functional Block i.e. 

the Managed 
Entity(ies)-ME(s) 

Decision Element 
(QoS- 

Management-DE)

The Information Set(s) 
and the Information 
Suppliers(including  
their interfaces and 

properties)

Behaviour 
or Policy to 

enforce

Behaviour or 
Policy to 
enforce

Behaviour(s) 
or Policy(ies) 
to enforce (n) 
on the QoS 

Management 
Functional 

Block

The DE and ME are treated separately only 
for the purpose of producing Specifications.

Objectives/Policies inserted/
communicated by the Upper level DE

The QoS 
Management 

Functional Block 
may be the one 
that has direct 

access to the QoS 
Mechanisms and 

Protocols and does 
the Ochestration 

based on the 
decisions enforced 

by the DE

The ME can be considered as a Wrapper around all the QoS 
related functions (mechanisms & protocols) of the node, 
exposing their “Views” to the DE or otherwise we could 

consider the DE having direct access to the QoS related 
functions (mechanisms & protocols)

Exposing 
“Views”

TranslationThe DE may 
expose “Views” 
concerning Info 

known only by the 
DE

Other 
Sources

Some of the 
Issues calling 
for 
Specifications
(as depicted 
on the 
diagram)



Architecture View (Hierarchy, Peering 
and Sibling Relations between DEs)

Decision 
Element of the 

Node

Objectives, Policies from a 
higher level (network-level)

Decision Element 
of an abstracted 

Network Function 
e.g. Routing 

Decision Element 
of the Node

Objectives, Policies from a 
higher level (network-level)

Decision Element 
of an abstracted 

Network Function 
e.g. Routing 

Decision Element 
intrinsic to a 

Routing Protocol 
e.g. OSPF

Decision Element 
intrinsic to a 

Routing Protocol 
e.g. OSPF

Peers

Peers

Peers

Node X Node Y

Decision Element 
intrinsic to a 

Routing Protocol 
e.g. OSPF

Decision 
Element of 

an abstracted 
Network 

Funtion e.g. 
QoS 

Management 

Example interaction 
between Sibling 

Decision Elements

The Interfaces
depicted are 
calling for 
Specifications



Architecture View (Example instantiation of 
GANA: Routing and Autonomicity)



Architecture View (Example instantiation of 
GANA: Forwarding and Autonomicity)



Architecture View (Example instantiation of 
GANA: QoS and Autonomicity)

 

Node_DE

QoS_DE Routing_DE

QS_ DE
(Queue 

Schedul)

QM_DE
(Queue 

Management )

PC_DE
(Packet 

Classifier)

PM_DE
(Packet 

Marking)

QoSM_DE
(QoS Management DE)

PC 
mechanism

PM 
mechanism

QM 
mechanism

QS 
mechanism

Monitor
Control
Loop

Function 
Level

Protocol 
Level

Node 
Level



Innovations

• Which innovations to self-management does the 
project expect to create?

– The introduction of the GANA as a Reference Model for Autonomic 
Network Engineering, and Specifications of Autonomic Behaviours 
of diverse DEs for Diverse Network Environments.

– The development of the GANA Meta-Model and associated 
Advanced Methodologies for the engineering of Context-aware 
autonomic Decision-Making-Elements (DMEs), their Control-Loops, 
etc, including the application of OMG’s MDA approaches and 
Formal Description Techniques (FDTs) towards Simulations and 
Validations of complex autonomic behaviours, and Code-Gen.

– The use of the current IPv6 Protocols, the creation of Extensions to 
IPv6 protocols as necessitated by GANA and the creation of a 
viable Roadmap for the evolution of today’s protocols and 
Architectural Principles towards the Self-Managing Networks.



Design Principles and Engineering

• Does the project support self-management 
innovations by new design principles or 
engineering methods?

1. Yes: The  GANA, as our Reference Model, 
establishes some Design Principles.

2. EFIPSANS is developing Advanced Methodologies for the 
engineering of Context-aware autonomic Decision-
Making-Elements (DMEs), their Control-Loops, etc, 
including the application of OMG’s MDA approaches and 
Formal Description Techniques (FDTs) such as SDL.



Validation

• Which methods of validations does the project 
plan to apply?
– Analytical study? EFIPSANS has defined the following Tasks that 

are carrying our analytical studies: (1) IPv6 as an enabler for Large 
Scale Autonomic Networks (2) The Implications of Autonomicity 
on the performance of applications and services;

– Simulation? EFIPSANS aims at simulating Decision-Making-
Elements (DMEs/DEs), their associated  Control Loops on 
Managed-Entities, and Interactions with other DMEs/DEs, which 
govern Self-Management of Networks, in SDL-based Simulation 
environments such as the Telelogic TAU environment.



Validation

• Which methods of validations does the 
project plan to apply?
– Prototyping and Measurements? EFIPSANS is 

prototyping the DMEs/DEs that govern Self-
Management of the Networks.

– We will also attempt to go for Validations of 
Formal Models in an SDL-based environment.

– Trials? Testbeds for Trials will be established by 
EFIPSANS Partners



Validation

• Deployability
– Is the solution scalable, robust, secure? We consider 

the solution to be scalable and robust due to the fact 
that these two issues are part of the issues being 
addressed in our research. The issue of security is 
complex and we are covering some limited aspects of 
security such as self-protecting network functionality.

– Is there a migration path? EFIPSANS is creating Extensions 
to IPv6 protocols as necessitated by GANA and is also creating a 
viable Roadmap for the evolution of today’s protocols and Network 
Architectural Principles towards Self-Managing Networks.
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